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3 Points

1. Risk assessment instruments are not all created the same

2. There has been confusion about what it means for an instrument to be 
racially biased

3. Racial bias versus disparate impact



Point #1: Risk Instruments are Not Created The Same
Different Purposes 
■ Instruments Differ in Their Purpose Public Safety Assessment 

(Laura and John Arnold Foundation)



Other Ways Risk Assessments Differ
■ The Way Risk Level is Determined

– Actuarial = formulaic/algorithm
– Structured professional judgment = combine structure with professional 

judgment, no formula

■ The Methods of Construction/Validation
– Items selected based on statistics-only vs. based on research
– Validation across race groups – some have it and some do not

■ The Composition of Items Included
– Static to dynamic risk factor ratio
– Reliance on official records for scoring risk factors



Point #2 - What Does it Mean For A Risk Assessment 
Instrument to be Biased?

Is Bias present when…..?
1. One group scores significantly higher on a risk assessment than another 

group, on average

2. The risk instrument falsely classifies one group as high risk at a 
significantly higher rate than another group (false positives – error in 
classification)

3. Risk scores are differentially related to recidivism for different groups of 
people regardless of whether one group generally scores higher than 
another (predictive equivalence or parity)



Bias: Risk Scores Differentially Relate to 
Recidivism for Different Groups

Ethical Standards for Educational and Psychological Testing (American 
Educational Research Association, National Council on Research in Education, & 
American Psychological Association, 2014).

■ Test bias = Scores are differentially related to recidivism based on 
group status  (Skeem & Lowenkamp, 2016)

– In other words, if scores for one race ’mean’ something different 
than for another race



Not Biased (hypothetical data)

0%
10%
20%
30%
40%
50%
60%
70%
80%

Low Risk Moderate Risk High Risk

Eventual Recidivism Rates by Risk Level

White Black Latinx



Biased (hypothetical data)

0%
10%
20%
30%
40%
50%
60%
70%
80%

Low Risk Moderate Risk High Risk

Eventual Recidivism Rates by Risk Level

White Black Latinx



What is the Evidence for Racial Bias in Risk Instruments? 

12 studies of risk instruments’ association with recidivism used this method

■ 8 found no significant interaction by race in the prediction of recidivism = no bias
– 2 of these were pretrial risk instruments for adults (PSA, SRA)

■ 4 found there was differential prediction = bias
– 2 of these studies showed the ‘bias’ was in Black youths’ favor
– 1 adult pretrial tool (PTRA) found - bias with Latinx adults
– 1 short youth tool (JRM) found bias with Black youth

■ Earlier studies -- strength of predictive accuracy 
– On balance, few significant differences; depends on tool & population



Summary 
■ To date, where racial bias has been found, it has had more to do with the 

specific instrument or culture/race assessed than with risk assessment 
instruments in general.

■ Research has been mostly limited to White vs Black individuals

■ It will be impossible to have a highly accurate tool calibrated to your 
recidivism rates AND a low mis-classification of individuals as high-risk rate at 
the same time if your system has significant disparity in who is rearrested
– Many tools are NOT that well-calibrated to the system so may not be a 

concern



Point #3 – Disparate Impact: How the State Uses the Tool

■ Concern: Significant mean score or error rate differences on risk 
instruments will result in harsher system responses

■ Currently no strong evidence instruments are leading to greater system 
disparity but ideally states will track this

There is some evidence disparity occurred when risk assessments were 
conducted but not followed:
■ Structured disposition guidelines – Black youth more likely to get overrides 

(Lehmann et al., 2020)
■ African-American adults detained longer than Caucasians and less likely diverted 

despite comparable risk scores (Marlowe et al., 2020)



Recommendations: Promising Approaches for 
Minimizing Bias

1. Only use instruments that have been appropriately validated by 
race/ethnicity and are not heavily weighted based on official records
– Include dynamic risk factors (needs) as much as possible

2. Never make decisions based solely on score-based classifications of risk
– Remember the job is to prevent not predict
– Think beyond the algorithm (Picard et al., 2019)
– Consider the relevance of different risk factors to different racial 

groups/cultures  - Educate decision-makers

3. Track outcomes by race/ethnicity and other characteristics


